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In the early 1990s, I co-authored a document, “Demystifying the Internet”. It was an exciting time; 

the internet represented the first truly global medium, with all the possibilities that presents. Surely, 

good would win over evil, and the internet would bring democracy to all corners of the world. Thirty 

years later, this essay describes how authoritarian regimes and bad actors are winning in the clash of 

global systems. 

Bad actors - whether authoritarian regimes, alt-right ideologists, nationalists, deep-state 

conspirators, religious fundamentalists, those who are threatened by a move to a more inclusive 

global liberal world view, or others determined to wreak havoc - are free to use social media and 

related technologies to meet their destructive goals.  

They use traditional marketing tactics and “black hat” techniques - fake news, for example - they 

exploit weaknesses evident in human behaviour, and they exploit the algorithms that social media 

platforms deploy that reward engagement. The anonymous nature of the digital environment also 

facilitates troll behaviour.  

This essay examines the fertile ground that has developed to enable the level of disinformation that 

we see today; this essay has five parts.  

In part 1, I look at how traditional marketing tactics have been deployed in the context of an 

information war, highlighting the Cambridge Analytica case. In part 2, I explore the implications of 

the new media landscape, the information bubbles it creates, the new media enterprises, and the 

popularity of memes for sharing content. Part 3 explores human behaviour, and how the online 

world alters our innate instincts, and makes us more prone to believing and promoting conspiracy 

theories and other falsehoods. Part 4 explores the social media landscape and the perverse impacts 

from the platforms’ desires to keep users engaged. In Part 5, I summarize the current state, look at 

the future direction of technology, and examine four potential solutions to tackle this disinformation 

environment.  

Part 1: Marketing Tactics in an Information War 

In the first instance, the tactics adopted by bad actors come straight out of a traditional marketing 

playbook – target your audiences and promote tailored content that yields action.  

Let’s begin with a well-known case study regarding Cambridge Analytica (CA), and how this 

organization manipulated the Brexit referendum in the U.K. and the Trump election in 2016; both of 

these outcomes were desired by Russia. This case relies on two key marketing principles: 

1. Identify targets. Cambridge Analytica essentially stole customer data from Facebook 

profiles. The data they acquired was based on personality profiling (introvert versus 

extrovert, for example), as well as psychographics (including consumers’ attitudes and 

beliefs, inferred from Facebook behaviour). They combined this with geo-targeted data, 

demographic data, and data from other sources outside of Facebook (from Experian, from 

voter records, and more). CA and other digital marketers know that targeting is key to 

presenting the right content to the people that they want to convince, engage, enrage or 

silence with their messaging. Adding to the mechanisms of targeting, social media platforms 
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exacerbate this issue by helping content find its audience through their algorithms, powered 

by artificial intelligence/machine learning. Effectively, if you were one of the targets for one 

of Cambridge Analytica’s campaigns, you were either directly targeted as part of the 

audience of the campaign, or you saw the content in your newsfeed as it was shared by 

others who were directly targeted. 

  

2. Content creation. Once targets are identified, content is created and targeted to custom 

recipients on a granular level. This content might well be fake news or any material that is 

manipulative but resonates with its targets; it might be selectively curated real news that 

aligns with audiences, or exaggerated news, or distorted facts that resonate. This content is 

designed to cause outrage and fear, leading to increased engagement with the content 

which is then amplified by social media algorithms. The content is also designed to create 

confusion and alter its recipients’ understanding of reality.  

 

During political elections, there are essentially three goals for these types of tactics: to persuade 

current voters of a point of view, to suppress or increase voter turnout of specific target groups (for 

example, the youth vote), or to simply wreak havoc in society to undermine democracy. 

Outside of elections, these same tactics are deployed on issues such as global warming and climate 

change denial, COVID-19 and government mandates for control, the Ukraine war, the Israeli-Hamas 

conflict, and the next existential crisis. Any means to continue to undermine authority and control.  

Trolling also occurs to target and demonize those who threaten the perceived status quo of the 

dominant culture (white, male, Anglo-Saxon in the Western World) and those in authority. Trolling 

also includes the use of fake accounts set up to amplify themes and stories that support a fake 

narrative.  

This is all designed to wreak havoc, cause chaos, doubt, confusion and exhaustion, sow hate and 

harden anger towards an out-group, which destabilises society and reduces our certainty of reality. 

Gaslighting, Merriam-Webster’s 2022 word-of-the-year, describes this behaviour. The goal is to 

essentially turn citizens on one another - all while reducing our capacity, opportunity and willingness 

to engage in meaningful debate. 

In the Cambridge Analytica case, they were essentially manipulating human behaviour for a desired 

outcome (which is what all marketers do, actually), but they were using psychological warfare tactics 

- psyops.  

For Cambridge Analytica, and disinformation campaigns in general, this  is simply marketing 101: 

identify your audience at a granular level (micro-targeting) and create content that will be appealing 

or threatening to your audience to nudge them to take action (or inaction). They are using 

persuasion to get their audience to trust them. The ultimate goal of these campaigns is to develop 

an audience they've shaped that then blindly consumes everything that they serve later. All the 

while, this erects barriers to critical thinking. They also used another standard marketing tactic – 

repetition. If you repeat something often enough, people start to believe it.  

Cambridge Analytica is just one case study I focus on in this essay, to help describe the tactics 

deployed in this information war. I also look at conspiracy theories like Pizzagate and QAnon and 

why they are followed and how they spread, as well as the appalling Gamergate culture war. I also 

do a deep dive into why we have become so vulnerable to disinformation and online warfare tactics.  



A precursor to this current state of the internet - a TV example of this - was the emergence of Fox 

News in the late 1990s. Fox News tells its viewers repeatedly that Fox is the authentic alternative to 

the "fake news media" and the "liberal media", as they describe their competitors. Some regular 

viewers of Fox thus blindly follow the network's ideas and conspiracies under the false assumption 

that if they don't, they will be manipulated by mainstream media. Fox News’s goal has never been to 

report the news accurately. It seeks to be the loudest among the conservative voices.  

Upon Rupert Murdoch’s announced retirement from Fox and News Corp, in September 2023, he 

vowed to continue to be involved in the “contest of ideas”. 

Of course, Fox News and its shenanigans are very much in the public domain in the United States.  
Social media manipulation is more invisible, less trackable, more covert and more insidious; 
essentially, we cannot easily observe the damage wrought by social media disinformation and 
trolling behaviour. 

It’s our data, and their stories are false 

There are three big issues with this Cambridge Analytica case. Firstly, the data that Cambridge 

Analytica used to create audiences for targeting is our personal data; we did not provide informed 

consent for the use of this data. The provision of informed consent underpins privacy legislation like 

the GDPR (EU) and the CCPA (California).  

We have essentially become the product, for sale to the advertisers; this is known as surveillance 

capitalism where our behaviour and its related data is sold to the highest bidder. This is the 

dominant business model of social media platforms; for example, Meta, which owns Facebook, 

Instagram and WhatsApp, relies on advertising for well over 90% of its revenue.  

Secondly, the content that appeals to their audiences is often fake news content that is deliberately 

designed to trigger emotional reactions. This manufactured content is generally protected by 

freedom of speech laws; in most of the Western world, we are free to say anything, accurate or not, 

provided it’s not hate or harmful speech. These laws were originally designed to protect speech in 

the public square from the influence and manipulation of big government. 

Finally, trolling behaviour is an integral part of this information battle. Trolls further amplify falsified 

content with fake accounts, and trolls raid the comments of those who challenge the content with 

their counter-narrative, in order to silence them, or overwhelm their voices.  

In December 2022, Facebook agreed a payout of $725 million for sharing 87 million Facebook users’ 

data with Cambridge Analytica without the users’ explicit consent.   

 

Part 2: The New Media Landscape 

Media is the means of communication between the sender and recipient. The traditional media 

landscape, prior to the internet, generally included broadcast media like TV, radio and newspapers 

that were regulated by their respective governments. The inception of the internet opened up the 

opportunity for a myriad types of more nimble media organizations, some of which publish their 

own content, some of which are simply conduits for user-generated content. This explosion of new 

media offerings also presented challenges in terms of appropriate regulation. Note, I take a deeper 

examination on this topic as it relates to social media, in part 4.  



New media foment the narrative and support communities 

Different media - online platforms, newspapers and TV stations - have varying levels of rules 

regarding freedom of speech. In the virtual world, we see this with more permissive platforms like 

Reddit and 4chan. These less-restrictive portals combine with platforms like Rumble and YouTube 

(and networks like its Alternative Influence Network (AIN)) to help incubate, foster, and develop 

storylines that might originate from sites like Breitbart News, InfoWars and The Grayzone. These 

conspiratorial stories then spread to other, more visible platforms like Facebook, Instagram and 

Twitter; this process is known as normiefication: the content becomes visible to “normies”.  

Platforms like Reddit and YouTube serve as a bridge between 4chan and social media channels like 

Facebook, Instagram and Twitter. Conspiracy theories like QAnon and Pizzagate started on 4chan, 

jumped to other platforms, and ultimately emerged on traditional social media channels and offline 

– that’s normiefication.  

Another example of normiefication - although in this case, the intent of the source was likely not to 

have the content revealed - was the Pentagon document leaks episode that was uncovered in April 

2023. Jack Teixeira was an American airman in the 102nd Intelligence Wing of the Massachusetts Air 

National Guard. This role provided him clearance to classified documents, and he shared some of 

those classified documents on a private channel on Discord, a platform that is very popular for 

online gamers. Those documents were shared then to a public channel on Discord, before then 

being shared on the popular image board on 4chan, 4chan/pol/ These documents were then shared 

on pro-Kremlin Telegram channels and by war bloggers. All the while, the documents were shared 

on Twitter and Reddit, and discussed by Russian media outlets.  

The media landscape 

Before examining more closely the details of the media that propagate conspiracies and fake news, 

it is worth looking at the spectrum of media across the political landscape, and consider the 

differences between the media on the left of the political spectrum and the right. Here, we are 

focused on the United States.  

The left, or democrats, tend to get their mainstream news from mainstream media like the New 

York Times, Washington Post and CNN. Further left there are sites like the Huffington Post and Daily 

Beast, but readers of those sites tend also to be exposed to, and read, mainstream media. There is a 

“reality-check dynamic” at play, that tends to promote truth-seeking in their reporting. Bias here 

relates to stories that they run, rather than the truth in those stories. An outlier to this is The 

Grayzone, which is a far-left media outlet, that is on the fringes in a smaller ecosystem of news.  

The right of the political spectrum’s centre of gravity aggregates around Fox News, Newsmax and 

Aon and alt-right sites like Breitbart News and InfoWars. These readers and viewers are effectively 

disconnected to mainstream media, and much less likely to read the Wall Street Journal, the right’s 

mainstream news source. Truth-seeking is not the driving motivation of these audiences, and the 

media’s goals focus on ratings and providing content the audience is seeking to confirm their 

identity, rather than on seeking the truth. The media’s goal is to appease and grow their audiences. 

Another aspect to this is that they will then favour political candidates that support their narrative, 

in terms of granting interviews and coverage that they provide those candidates. This is akin to a 

propaganda feedback loop. If one of these media doesn’t tow the line, the audience moves to a 

media that does support their world view. A key audience on the far-right of the political spectrum is 

Trump’s MAGA base, a community that Trump has cleverly cultivated since he first ran for 

presidential office.  



Another critical aspect of the approach of this cluster of media on the right is to demonize 

mainstream media like CNN, the New York Times and the Washington Post, labelling them “fake 

news”. Thus, when the mainstream media challenge the right’s narrative, their audience can easily 

discount this counter-narrative as nothing more than lies, coming from fake news media, intent on 

protecting their control over the narrative.  

Elon Musk, in a tweet in September 2023, stated, “I don’t read the legacy media propaganda much, 

anymore. It’s a waste of time and a sadness generator. Just get my news from X – much more 

immediate, has actual world-class subject matter experts and tons of humor. Sooo much better!” 

This erosion in trust of mainstream media (MSM) institutions generally and in democracy as a 

whole, has been a key strategy for those propagating fake news. It was Trump, during the 2016 

presidential election, who popularized the label “fake news” for mainstream media.  This is a great 

example of the framing effect, discussed later, where Trump was able to label traditional media as 

fake media, before that label could be applied to, well, fake news media. 

The argument that mainstream media, also known as legacy media, is essentially fake media is based 

on the premise that mainstream media supports the interests of the global institutions and those in 

power. Mainstream media is essentially in partnership with the relevant state in which it’s located, 

to sustain the state’s interests, home and overseas.  

This makes sense in authoritarian regimes, and there might be some truth to it even in the most 

liberal democracies, as proposed by Noam Chomsky. However, for conspiracy theorists on either 

side of the political spectrum, this is a fundamental tenet. Their belief is that the relationship 

between institutions and media is driven by a higher order “puppet master” - the deep state. 

Andrew Tate often refers to this relationship as akin to living in the Matrix, a reference to the 1999 

movie series of the same name; he refers to a shadowy cabal of law enforcement, media, politicians 

and corporations who are out to silence him.  

New media is more accessible 

Traditional media often uses subscription paywalls as part of their business model. Real, fact-based 

journalism, which is the foundation of a successful democracy, comes at a steep cost. Subscriptions 

are often used by legacy print media (which have now gone digital) to complement advertising 

revenue as an income source. The downside of this is that the news content is less accessible to the 

general public, limiting its accessibility, discoverability, and its potential to go viral. It is worth noting 

that The Guardian is an outlier here, as their content is freely available. The Guardian did break the 

Cambridge Analytica story, along with the New York Times and Channel 4 in the U.K. 

Newer media like Breitbart (Steve Bannon), Aon, InfoWars (Alex Jones), GB News, and even Fox 
News are more freely available. Fox News does require cable subscriptions, but its content remains 
broadly accessible compared to other traditional print media news outlets like the New York Times 
and the Washington Post. Fox News is also available across the Fox Network. Their content is 
designed for virality; they create engaging content that is infused with emotion.  

And now anyone can create their own media enterprise, whether it’s on YouTube (Alternative 
Influence Network), a Podcast (Joe Rogan) or blogging platforms like WordPress, Tumblr, and 
LiveJournal. The goal of these media influencers is to get their content out there, making it as 
accessible as possible. In turn, their business model typically includes advertising revenue, which can 
be substantial. War bloggers on Telegram, targeting a Russian audience, is a good example of this.  



And finally, individual influencers can use social media to talk directly to their audiences. Trump is an 
obvious example of this. Russell Brand is on a variety of social media channels, including Rumble, 
using the moniker, Stay Free. Tucker Carlson runs a video show on Twitter, Tucker on X. Trump Jr. 
has a show on Rumble called Triggered. Andrew Tate has his own website, and remains active on 
Twitter. These influencers are also known as alt-media personalities. They monetize their content by 
nurturing a large and engaged following. They tend to use multiple platforms to mitigate the risk of 
being demonetized and deplatformed. They support conspiracy theories related to deep state 
control and will often interview each other and reference each other on their shows.   

New media and Russia influence 

Let’s examine, in more detail, some of the new media organizations, business models and key 

protagonists. These examples do show how the media has been used to support Trump and Russia. 

Breitbart News was founded in 2005 by Andrew Breitbart. It began as a news aggregator for 

conservative news. It has evolved since to become more of a tabloid news site, combining original 

content that includes extremist views, xenophobic, sexist and hate speech with a conspiratorial 

trollish style - it has become a medium for the alt-right movement. Breitbart News is basically at war 

with Hollywood, the left and the Republican establishment. Steve Bannon served as executive 

director from 2012 to 2016, returning again after serving in the Trump administration from 2017 to 

2018. Under Bannon, Breitbart News appeared to be a significant Trump booster. Breitbart News 

focused on issues like climate change denial, COVID disinformation and Gamergate while pushing 

anti-Clinton and anti-Obama conspiracy theories.  

The business model for Breitbart News relies heavily on advertising. A campaign from Sleeping 

Giants (a social media activist group that pressures advertisers to remove advertisements from 

conservative media) targeted advertisers on Breitbart News to attempt to persuade them to stop 

supporting the alt-right site. This campaign was very effective, significantly reducing the number of 

advertisers and the quality of advertisers, which harmed Breitbart News significantly.  

As an aside, sites like Breitbart News and InfoWars rely on programmatic advertising, where 

companies bid for spots on large advertising exchanges to place their advertisements in front of 

specific people, rather than on specific websites. This is how companies can claim that they are 

unaware of where their advertisements are being displayed, and how Sleeping Giants was able to 

impact this situation by alerting brands directly, and shaming them into blocking Breitbart News as 

an advertising host.  

Breitbart News is also supported by benefactors like the Mercer family who also supported Trump 

and bankrolled Cambridge Analytica.  

Steve Bannon has been instrumental in the growth of Breitbart News as a medium for the alt-right; 

Bannon is a big player in the far-right movement in the United States, and has also had impact on 

the world at large, especially in Europe. Bannon started out with a traditional career which saw him 

serve in the Navy and then move to Investment Banking.  

Later, Bannon convinced Goldman Sachs to invest in Internet Gaming Entertainment (IGE), which 

had a business model of exploiting the online game, ‘World of Warcraft’ (WoW). IGE paid Chinese 

players of the game for the in-world items and gold they would earn playing the game, which they 

could then sell for profit to other players, who could avoid the labour of earning the swag. Through 

this experience, Bannon saw first-hand the online gaming subculture and how he could exploit it for 

his own gains for the alt-right movement.  



Subsequently, Breitbart News’s coverage of Gamergate helped develop a connection between 

4channers and Breitbart News. This would then expose 4channers to Trump politics. Breitbart News 

also covered the “Great Meme War”, the efforts of 4channers to meme Trump to the Presidency, 

further mobilising 4channers to the Trump camp and Breitbart News. Bannon understood how to 

manipulate the 4chan audience for Breitbart News, and Breitbart News also posted stories relevant 

to the 4chan audience. But Breitbart News would maintain an explicitly light-touch relationship with 

4chan.  

Bannon is very much an anti-establishment figure, who has ideologically supported populist 

nationalist movements with a strict anti-globalist view. The fact that a strict nationalistic view also 

attracts white supremacists and antisemites has made things challenging for Bannon, despite his 

claims to be neither.  

Bannon was also instrumental in the development of Cambridge Analytica and the influence that 

Cambridge Analytica had on Brexit and the 2016 U.S. elections. By the time those elections came 

around, Bannon had taken a leave of absence from Breitbart News to work directly for Trump as 

chief strategist and he then served in the White House for several months before returning to 

Breitbart News. Bannon was key to helping shape Trump’s narrative and many of his slogans, 

including “lock her up”, “build the wall” and “drain the swamp”, playing on the Trump supporters’ 

cultivated emotions of anger, anxiety, fear and hatred.  

There is evidence that Breitbart News shared content from the Russian propaganda sites RT News 

and Sputnik. There is further evidence that those Russian sites also helped amplify content published 

by Breitbart News that served their needs of pushing confusion, chaos and the erosion of trust in 

democratic institutions. While there is yet no evidence of collusion between the Russians and 

Breitbart News, it certainly appeared to be an opportunistic situation for both parties.   

Bannon’s relationship with Trump is interesting. It is clear that Trump realized how important 

Bannon was both for his elevation to presidential candidate and his progress to the White House. 

Trump hired Bannon leading up to his election win and made him chief strategist on his team. But 

Bannon was not shy in sharing his opinions, which sometimes challenged the Trump inner circle; as a 

result, Bannon was ultimately fired from the White House, and returned to Breitbart News for a 

short period of time, from which he was also then let go.  

InfoWars was formed in 1999 by Alex Jones, who had previously worked in radio broadcasting and 

needed his own platform to share his more extreme views. Jones was effectively a new media 

pioneer.  The site, and its companion social media platforms – his YouTube channel had 2.4 million 

followers before it was banned - focused on conspiracy theories, much of which were false flag 

events. A false flag is the idea that an event that reportedly took place did not happen as described 

or did not happen at all; the claim is that the event’s fiction is designed to impact broader policy 

goals of those in authority. Basically, these false flag events are engineered by the government to 

increase their control. For example, Jones claimed that the Sandy Hook School shooting did not 

occur, but instead was a false flag created by the Government to increase gun control. 9/11, the 

Oklahoma Bombing and the Moon Landing are other alleged false flag events that were widely 

promoted on InfoWars. On the other hand, Pizzagate was a conspiracy theory which started on 

4chan and was heavily promoted on InfoWars, because, like QAnon, the conspiracy theory supports 

the overall narrative of an evil global elite, the deep state, that Jones wanted to expose and 

dismantle.  



Some of these conspiracy theories did result in legal action, which then resulted in retractions, 

apologies and legal damages.  

In 2017, InfoWars talk shows and other content reached 10 million visitors per month, a greater 

reach, at the time, than traditional media like the Economist. The business model for InfoWars 

includes revenue from advertisements placed on its site and on some of its social media channels; in 

2018 advertisers were asked to boycott the media properties, harming this revenue source. Another 

major portion of InfoWar’s revenue, however, comes from product sales from the site. These 

products include diet supplements and other survivalist-type products - products that you’d need for 

an impending Armageddon. The site also marketed supplements that helped protect people from 

COVID-19, which resulted in issues with the FTC. At its peak, InfoWars earned more than $50 million 

in revenue per year. 

Alex Jones, who created and runs InfoWars, is a prominent conspiracy theorist. And many of the 

conspiracy theories he promotes are rooted in the New World Order conspiracy theory. Roughly 

translated, this conspiracy theory states that there is a global elite that is running the world and 

using mechanisms like economic crises, sophisticated surveillance and insider terror attacks, to 

control the world’s populations. It is a conspiracy theory that basically rails against recent trends 

towards globalism, while claiming global control and deep state control by the global elite.  

Jones was influenced by his early childhood experiences of small town police corruption, and 

subsequently the book, “None Dare Call it Conspiracy” which details the New World Order 

conspiracy theory. This book was written by Gary Allen, the PR person for the John Birch Society, an 

American right-wing political advocacy group, established in 1958. Many of the conspiracy theories 

that Jones propagates on InfoWars are essentially derivative of the New World Order conspiracy 

theory. They are delivered by Jones with a tone of deep paranoia, using anxiety and fear as a 

motivator to engage his audiences.   

In Trump, Jones found a candidate who resonated with some of his world views, or at least was 

going to fundamentally challenge the status quo in Washington D.C. Jones’s relationship with Trump 

has not always been positive; Trump is perhaps not as extreme or paranoid as Jones, so some of his 

policies were not aligned with Jones. But despite their rocky relationship, Jones supports Trump’s 

conspiracy theory that the 2020 U.S. Presidential election was a fraud, and helped fund and 

participate in rallies in Washington D.C. before the Capitol attack.  

While it’s quite clear as to why Jones would support the anti-establishment candidate Trump, it's 

perhaps more alarming to realize that Trump supported the conspiratorial Jones through his election 

campaign and after becoming president. Roger Stone, who worked on the Trump election campaign,  

was a frequent guest on InfoWars, and served as a go-between between Trump and Jones. InfoWars 

received a White House press pass, even if it was only a temporary one. Trump was interviewed by 

Jones on InfoWars, and Trump would repeat conspiratorial assertions from InfoWars during his 

election rallies, including the alleged poor health assertions of Hillary Clinton. Basically Jones would 

stoke narratives that were favourable towards Trump, and Jones had an audience that supported 

Trump.  

During the 2016 Trump election campaign, there was evidence to suggest that Russian trolls 

amplified news from InfoWars and Breitbart News that was favourable to Trump. This became part 

of a wider FBI investigation to determine whether this activity was conducted with the cooperation 

of InfoWars and Breitbart News. Spreading pro-Trump and anti-Clinton news stories was a significant 

InfoWars effort. This tactic also enabled them to shift the focus of the news cycle. When Trump did 



something that was going to create negative coverage (mocking a disabled journalist, for example), 

InfoWars could spread content that would demonize Trump’s rival (highlighting content from 

Clinton’s hacked emails, for example), thus deflecting the news cycle away from a Trump misstep. 

InfoWars has also republished hundreds of articles from RT News over several years without 

permission. Alex Jones has also appeared on RT News shows.  

As of this writing, InfoWars and Jones’s media empire is in serious jeopardy, due to litigation that has 

resulted from the harm caused by his propagation of conspiracy theories, particularly the false flag 

assertions regarding the Sandy Hook School shooting. 

When you contrast Bannon and Jones, it is clear that Bannon was a strategist for the alt-right 

movement and was part of the inner circle of influence for Trump while Jones was an outsider 

whose influence was less direct. But both had significant influence on the information battles and 

the spread of disinformation surrounding the 2016 U.S. election and subsequent years,  and their 

impact was enhanced by the interests of the Russian government. 

RT News and Sputnik are Russian state-sponsored media targeting viewers and listeners outside of 

Russia. They serve as a source of propaganda for the Russian leadership. The goals of both media are 

to sow doubt and confusion in the Western world, undermining the cohesion of Western 

democracies, while also framing and defending the foreign policy of the Russian state. Basically, their 

twin goals are to improve the image of Russia to the outside world while sowing discord throughout 

the democratic world.  

For the latter goal, populist leaders and nationalism around the world better suits Russia, hence 

their support for Brexit and the Trump administration in the United States. RT News and Sputnik 

create content that they hope gets traction and is easily spread, and use disinformation (for 

example, COVID-19 disinformation) and promote conspiracy theories; not just their own conspiracy 

theories, but conspiracy theories that suit their destructive aims, propagated in the West by 

Western media like InfoWars and Breitbart News. Steve Bannon has appeared on RT News on many 

occasions, by his own admission. Alex Jones has also appeared on RT News, and his conspiracy 

theories are great content for RT News to exploit, whether it is the 9/11 Truthers conspiracy, the 

New World Order conspiracy theory, Pizzagate or QAnon.  

The Internet Research Agency (IRA), which is based in Russia, was allegedly controlled by Yevgeny 

Prigozhin, a Russian oligarch who also ran the Wagner Group until his untimely death in 2023, 

several months after his ill-fated coup attempt. IRA is an often cited example of a troll farm that also 

wreaks havoc in these information wars.  

Troll farms are another type of media organization that is unique to the internet. They produce fake 

news and they create fake profiles on social media in order to disseminate fake news content and 

erode trust in institutions and media. The fake profiles also amplify content from outside sources 

(like InfoWars and Breitbart News) that align with their disinformation goals.  

Studies have shown that troll farms exist worldwide, and are often sponsored by their governments 

as a propaganda tool.  

Turning Point Action, affiliated with Turning Point USA, is a group that supports younger 

conservatives in the United States. It has also been accused of running a troll farm operation by 

paying young people in Arizona to post content on their social media without disclosing their 

affiliation with Turning Point Action. The content was designed to sow the seed of doubt regarding 

the 2020 U.S. election and the COVID-19 vaccine program.  



IRA set up several fake Facebook groups with names like “United Muslims in America”, “Stop 

Islamization of Texas”, “Secured Borders” and “Back the Badge”. They used these groups to create 

and foment distrust and to create division and hatred amongst and between groups in the U.S. They 

were even able to organize rallies through their Facebook groups: “Being Patriotic” organized the 

“Miners for Trump” rally, and “Blue Lives Matter” was organized by “Heart of Texas”.  

Those who work at these troll farms have tasks related to producing original content for the fake 

groups and profiles. They will also have goals in terms of sharing, commenting and retweeting 

content from other fake accounts as well as content from other sources that align. This might 

include content from sites like Breitbart News and InfoWars, commenting on articles related to 

conspiracy theories or pro-Trump and anti-Clinton stories. Content themes that might target those in 

the United States, for example, might be designed to reduce voter turnout of the African American 

community, using a blacktivist fake Facebook account. 

Finally, we should acknowledge the number of fake news sites that have emerged, which, like 

Breitbart News, exploit the mechanisms of programmatic advertising for their business models. A 

hotspot for this opportunistic activity is in Veles in North Macedonia. These sites are easy to set up; 

anyone can buy an American-news sounding domain from GoDaddy and then set up a WordPress 

site.  They scour the web for interesting stories, to either copy or edit and publish, using ever-

exaggerated headlines to encourage more clicks. They seed their articles on Facebook groups that 

align with the sentiment of the stories. They use several fake Facebook profiles to help spread the 

stories on these Facebook groups. They also set up their own Facebook pages for their sites, using 

their fake user profiles to help build a large following.  

And why do these fake news sites focus on Trump-related content? With a little experimentation, it 

was clear that stories that favoured the alt-right and conservative movement in the United States – 

Trump - were far more likely to go viral than other stories. The stories they could copy and edit 

already had outrageous headlines and sensational claims. This created far more opportunities to 

make advertising revenue. Because of this, they focused their attention on the 2016 U.S. election 

and on content that supported Trump while demonizing his opposition. 

There has been some speculation that IRA and others in the disinformation battle are behind the 

organization of these fake news sites in North Macedonia; so far the speculation is unconfirmed. But 

the owners of these sites already have plenty of financial incentives to engage in such activity thanks 

to the rewards from online advertising revenue.  

These types of sites are engaging in this activity not to spread an ideology, but purely to make 

money from Google Ads advertisers who might not even be aware that their advertisements are 

supporting these sites. These site owners’ intentions are purely capitalistic. 

Facebook and Twitter are becoming more adept in identifying these fake news sites, to attempt to 

shut down their operations. But these sites can move their social media efforts to more permissive 

platforms like Parler, which already has a receptive audience that has a significant bias for alt-right 

content.  

 

 

 

 



Control the narrative at home 

Controlling and manipulating disinformation in foreign nations, as Russia does, is just one side of 

their disinformation effort. They also need to control the narrative within their own borders. They 

do this with a combination of laws (Sovereign Internet Law) and an increasingly isolated internet.  

Roskomnadzor is the internet and media regulator in Russia. The organization manages a fluid 

blocklist of website URLs that cannot be accessed in Russia, in order to undertake mass censorship 

and surveillance.  

Platforms and Intermediaries in Russia are liable for the content on their sites, unlike in the United 

States. The Russian state not only censors what Russians are able to view in Russia, but they also 

have a sophisticated surveillance system, and can instil fear into those who might want to share 

“misinformation” about the Russian regime. This creates an increased chilling effect on Freedom of 

Speech. Friends and neighbours are encouraged to turn in those who propagate fake news about the 

Ukrainian conflict, for example. In early 2022, Russia passed a law making it a criminal offense for 

journalists to refer to the conflict as an invasion, it’s legally referred to as a special military 

operation. Journalists can then be jailed for spreading “false information”; information that counters 

the carefully curated Russian narrative.  

Russia justifies the war in Ukraine as a “special military operation” to de-nazify Ukraine and avoid 

the genocide of those of Russian heritage in Ukraine. Basically, they frame Ukraine as a fascist 

regime that must be brought to account. They are peacemakers, and that its America, NATO and the 

West that are using Ukraine to wage war on Russia. 

They use the history of the great war (Nazi invasion of Russia in World War II) to justify their actions 

– despite the fact that in this case, Russia invaded Ukraine. However, Ukraine’s history during World 

War II is complicated. Those who were fighting for freedom from the Russian state at the time were 

essentially aligned with Germany and the Nazi regime. This was highlighted in September 2023, 

when the Canadian Parliament, in front of Volodymyr Zelenskiy, unwittingly applauded a Ukrainian 

World War II veteran, who fought with a Nazi military unit. This created a great opportunity for 

Russia and Russian sympathizers to exploit this significant gaff.    

Russia also rails against the dangers of the hedonistic values of the West, targeting communities like 

the LBGTQ communities and justifying that they are at war with the West and Western values – 

which are akin to pure Satanism. This is all part of the Kremlin’s alternative reality. Despite this, the 

summer Hollywood blockbuster, Barbie movie, did make its way to Moscow with unlicensed 

showings, despite Western sanctions. This was not well received by Russia’s culture minister, when it 

had previously concluded that the movie was not in line with preserving traditional Russian moral 

and traditional values.  

Family values and collectivism (Russia) versus individualism and sexualized content (Russia’s 

interpretation of the West’s culture and content) is the refrain. And there’s demand and incentives 

for the Russia film industry to create content that supports patriotic views of Russia, to help 

maintain morale. Required new school text books also reflect a different version of recent history. 

They claiming the West is waging war on Russia, targeting its rich resources.  

This alternative reality has support beyond the state-sponsored media, educators and movie makers, 

to include influencers, both within Russia targeting Russians, and overseas. These pro-war 

influencers, also known as Z bloggers in Russia, are embedded with the Russian forces and provide 

their version of events on the ground. Their channel of choice, within Russia, is Telegram, after Putin 



banned the more popular social media channels, Facebook, Instagram and Twitter. They are 

rewarded by significant advertising revenue that comes from building a large social media following 

from the content they post.  

Foreign alt-media influencers are also used by the Russia propaganda machine, as their content can 

be selectively re-broadcast in Russia, or simply become talking points on Russia news channels. In 

September, 2023, Rossiya 24, a state-run Russian TV channel, ran a promotion for a Tucker Carlson 

show that would soon be airing. Carlson denied that he was presenting a show in Russia. But, the 

same content that these alt-media influencers are broadcasting to their own audiences is being 

used, unwittingly or not, by Russia to convince their Russian audience of the problems in the West.  

It is noteworthy that Putin has an approval rating within Russia that typically hovers at around 80%, 

and actually increased at the beginning of the war in Ukraine.  This appears to reflect the success of 

the information control that the Kremlin has in Russia, and also perhaps the chilling effect that 

comes from the fear of not supporting the leader.  

Russia is effectively able to maintain strict control of information within its borders, all the while 

taking advantage of the liberal freedoms outside its borders to advance its foreign policy agenda in 

the West, and the South. 

Meme magic, organic spread 

Disinformation has been enabled by the popularization of the use of memes. Memes, usually an 

image with text combined in a humorous way, enable the spread of information in easily digestible 

chunks of content. The analogue equivalent to memes are the political cartoons published by the 

mainstream print media. These were a very popular way to succinctly express a narrative in the pre-

digital era, but were also quite exclusive; there are only a few very good political cartoonist and 

media that print them. They were also not sharable in the same way an internet meme can spread.  

Richard Dawkins, an evolutionary biologist, conceived of memes as the equivalent of a biological 

gene, its cultural parallel. In his work, The Selfish Gene (1976), Dawkins suggested memes proliferate 

as a process of Darwinian selection; they spread, they replicate, they mutate and evolve. It turns out 

that internet memes spread through social engineering – protagonists’ deliberate efforts to optimize 

their shareability to gain virality. Content is encoded as a meme, which is easily imitated and spread. 

Memes convey culturally relevant ideas relating to existing cultures and subcultures.  

Memes are designed to be spread organically, making them a rather unique medium when you 

compare them with other media that are used by traditional brands, like infographics and videos, 

which are often promoted via paid advertising.  

For memes to be shared, they require a passionate group of followers to willingly engage with the 

content and distribute it to their social networks. That’s what you have in the ideological landscape, 

a passionate army of volunteers - real and fake - who are willing to share content that supports their 

values. This makes memes uniquely suited for spreading disinformation; they are designed to elicit 

an emotive response, unlike the meme's counterpart, the infographic, which is designed to appeal 

more to the cognitive side of the brain.  

Because memes are often humorous and absurd, they are broadly shared, helping the meme go 

viral, thus rapidly spreading potentially false narratives. Many memes are political in nature; key 

actors, with a vested interest in changing society, participate in online communities, anonymously, 

or under a pseudonym, on Reddit, 4chan, Twitter, in Facebook groups, or private messaging apps 

like WhatsApp, Telegram, Signal and Parler, to spread their content. 



Memes will capture the nugget of an idea, and act as a nudge and a reminder to the recipient. We’ve 

all seen them in our social media newsfeeds. They appear harmless, but the volume of memes is 

designed to keep certain ideas top of mind and gently push the key messages of an organization, 

political party or ideology. Clever memes help the rampant spread of an idea, news or a conspiracy 

theory,  because the message is simple enough to be understood quickly, and new information can 

be added to the meme over time.   

Memes are used by all sides of the ideological spectrum. For example, memes have been used to 

great effect in the Ukraine war by those supporting Ukraine. NAFO, a loose-knit collective of Ukraine 

supporters, uses memes and target propaganda from the Kremlin, in an attempt to trash talk the 

Russian narrative. By employing satirical humour in war and ironic trash talking, also known on the 

internet as sh*tposting, they attempt to silence Russian propaganda. When the bridge to Crimea 

was partially blown up, in October 2022, memes quickly flooded social media, celebrating the event 

and mocking Putin; it also happened to be Putin’s birthday.  

 

Part 3: Human Behaviour makes us prone to disinformation and 
trolling 

We like to think we are rational thinkers and make decisions in a rational way. It turns out that this is 
not always the case. This is a result of our need to belong, our need to make decisions in the face of 
overwhelming amounts of information, or simply because we succumb to nefarious behaviour which 
is designed to manipulate our actions and compromise our decision making capabilities.  

We want community 

As humans, we want to belong. We generally spend more time online, so our communities to which 

we belong are increasingly online communities; this trend was exacerbated by the COVID-19 

pandemic.  

Many online communities are based on our personal interests and passions like gardening and pet 

care. Some are focused on shared values, beliefs and ideology. This second type of online 

community can develop their own culture, and group think. Content that is shared within these 

groups helps bond the community. In-group jargon can develop (for example on 4chan, lulz, cuck, 

cuckservative, kek and normies are jargon created by the in-group), along with in-group jokes. There 

is often an in-group narrative versus the out-groups, which creates an “us versus them” mentality; 

those within the group develop a sense of superiority over others who are not part of the 

established culture. An attack on the ideas of the group is an attack on each member’s own identity. 

Newbies are mocked and hierarchies are established.  

An example of this culture is the boards on 4chan, which is an image board whose members are 

entirely anonymous (to the readers). The content that is posted is ephemeral; it exists only 

temporarily. Each board maintains a limited number of active discussion threads. After a pre-defined 

number of posts, a discussion thread can no longer be updated and therefore soon disappears.  

4chan/pol/ is one of the most popular boards on 4chan, and the conversations you witness on 

4chan/pol/ can be very nasty. Unlike more traditional social media platforms like Facebook, Twitter 

and YouTube, hate speech is allowed and transgressive behaviour is normalised.  The content on this 



board essentially includes a heavy dose of misogynistic, antisemitic and racially charged rhetoric. 

Also, at the heart of 4chan culture is the norm of deception and trolling, and the use of irony. 

4chan is known as the internet’s “meme factory”, although there are plenty of memes that are also 

created on Reddit, including the subreddit r/MemeEconomy. Because content is ephemeral on 

4chan, it is essential to convey ideas quickly and with impact; this creates incentives for the creation 

of absurd and clever memes that stick. And the anonymous nature of the community allows for 

rapid experimentation without consequence - if a meme that’s created is not popular or 

immediately memorable, it is soon forgotten; you can create several memes to see which ones stick. 

In order for a meme to work on 4chan, it has to be easy to understand, immensely funny or 

shocking, and memorable.  

While memes are a key part of discourse of 4chan/pol/, memes are part of a wider narrative infused 

with a heavy dose of irony. It’s hard to distinguish between serious and ironic discourse on 

4chan/pol/, and irony is used as an excuse to avoid responsibility for one’s words or the harm they 

might cause; essentially a poster can claim they said something “4 the lulz”, jargon that expresses 

that they were doing something for the pure fun of it, to get a rise out of “normies”, the out-group. 

The /pol/ designation (of the 4chan/pol/ board) stands for “political correctness”, which is the 

antithesis of what the board represents, a clear example of irony; it essentially counters our offline 

world’s need for political correctness, and an increasing shift to a more woke world view.   

4chan/pol/ is a home to the alt-right movement, although not exclusively that movement, nor was 

the board originally established for that movement. It is the birthplace of conspiracy theories like 

QAnon; a theory that broadly promotes the idea that a small group of elite people control the world, 

a theory that finds an audience amongst those who abhor authority and seek a narrative to counter 

that authority.  

Members of 4chan/pol/ supported Trump during his 2016 election bid; Trump was the ideal anti-

establishment candidate who shared some of the ideals of the 4chan community, captured in the 

Trump slogan, “drain the swamp”. And some of Trump’s actions and missteps only increased their 

affinity for the unorthodox candidate. In their efforts to support Trump, 4channers would perform 

raids of other social media platforms and comment sections, discouraging pro-Clinton sentiment and 

pushing anti-Clinton messaging including conspiracy theories related to her health. 

When Trump was elected, news stories proclaiming, “We actually elected a meme president” 

followed. While the efforts from the 4chan community likely had little overall impact on the election, 

they certainly provided vocal support with their clever use of memes that spread virally.  

Weeks prior to the election, the 2016 Clinton email leaks from Wikileaks provided terrific source 

material for meme creation. Julian Assange, founder of Wikileaks, had had an antagonistic 

relationship with Hillary Clinton since the 2010 Wikileaks release of classified U.S. government 

documents which included diplomatic cables and military records; it is also speculated that Russia 

was the source of the Clinton email leaks.  

The Clinton email leak proved to be the birth of the #Pizzagate conspiracy theory, further fuelling the 

anti-establishment narrative. Clinton’s description that half of Trump’s supporters belonged in a 

basket of deplorables only provided further ammunition for a community which was not short of 

narratives to meme. The r/The_Donald subreddit would serve as a bridge between 4chan and the 

mainstream social web.   



Keys to the success of their meme campaign, “The Great Meme War”, was the use of humour, 

ambiguity and irony – cleverly disguising the true intent and meaning of the content.  

Was the 4chan community pro-Trump on an ideological basis, or did they simply prefer to stump for 

a candidate who was a threat to the current establishment? Whichever it was, they certainly 

attracted real white supremacists to their cause. Their appeal to the alt-right is quite obvious, as 

they were triggering their enemies, which include liberals, established republicans, gays, and 

minorities. Were all those who participated in the meme campaigns doing it for ideological reasons, 

or were they doing it “for the lulz?” – doing it for the pure enjoyment of it. 

During the campaign, memes often included the cartoon character “Pepe the Frog”. Trump 

retweeted a meme of himself as Pepe the Frog titled “You can’t Stump a Trump”. Donald Trump Jr. 

shared a meme titled The Deplorables, which included a caricature of Pepe the Frog, along with 

Trump, Trump Jr., Alex Jones and several other conservatives. Pepe the Frog, a cartoon character 

from the 2005 comic, Boy’s Club, has been essentially appropriated as a symbol for the alt-right 

movement, just like the Swastika was appropriated by the Nazi regime in the 1930s. The Swastika 

had been a popular symbol through the ages, especially in the Indian religions of Hinduism, 

Buddhism and Jainism. In 2016, Pepe the Frog was declared a hate symbol by the Anti-Defamation 

League.  

Why Trump? 

We have already explored some of the personalities in the information war, including Steve Bannon 

and Alex Jones. Now it’s time to explore the rise of Donald Trump, the 45th President of the United 

States.  

Trump very artfully controls the narrative that surrounds him, unlike any of his recent predecessors. 

He created his own persona, not risking the public to form their own opinions. He tells everyone 

how smart he is, “super-smart”, “a genius”, and then backs that up by describing his successes. He 

cultivates a persona of being a very successful businessman, underscoring this point by highlighting 

his time spent at the Wharton School, at the University of Pennsylvania, considered to be one of the 

world’s best business schools. He led his followers to believe that he was basically their messiah, the 

chosen one, sent to help save America. This notion was cultivated by Christian conservative groups 

and evangelists, who formed an unlikely yet significant part of Trump’s base support.  

Trump identified and focused on the deep-seated anger of the white working class in America – not 

a group to which Trump ever belonged - who felt that they had been left behind in a world that was 

getting more politically correct and inclusive. A world that was favouring typically  disenfranchised 

communities like immigrants - hence the “build the wall” slogan and effort - and minorities, at the 

cost of their own livelihoods.  

Trump targeted the high arousal emotions of fear, anxiety, and anger, highlighting how jobs had 

been moved abroad as part of a globalist agenda, and that immigrants were replacing them in the 

jobs that remained at home. Trump cultivated the persona of someone who understood this, and 

someone who would take on the establishment in Washington, and redress the balance of these 

trends. And if nothing else, Trump was simply not the establishment, and the establishment was 

perceived as corrupt and self-interested by many of those who followed Trump. So if he couldn’t 

address the issues, in the least he would wreak havoc on the current order; this was particularly 

favoured by 4channers.  



Trump is not politically correct. He is brash and crude. He is a charismatic showman at his events, 

and oftentimes would make statements that would be seen as real gaffs in the eyes of veteran 

political commentators, but only seemed to enhance his connection to his MAGA followers. Trump 

never admits fault or failure, he never shows signs of weakness. This strongman appeal is attractive 

to his audiences who are looking for a strong leader to recover their livelihoods.  

Trump displays the dark triad of personality traits: narcissism, psychopathy, and Machiavellianism. 

These same traits are evident in authoritarian leaders.  

One example of Trump’s narcissism was the release of his Trump NFTs in December 2022. Targeted 

to his followers, these NFTs provide an opportunity for his followers to buy digital assets of Trump, 

which may then afford them an opportunity to meet Trump, personally. It is also clear that Trump 

loves his rallies, and loves the adoration he receives from his most ardent followers at these rallies. 

And these rallies serve as a gathering place for Trump supporters, which then exacerbates their 

emotional connection to each other, and to Trump.   

In terms of psychopathy, Trump shows little care for the personal consequences of his actions. He 

surrounds himself with people who will agree with him, and does not worry about firing people who 

he feels are not 100% behind him. He has no problem demonizing his opposition, or even mocking 

the weak, as was the case when he mocked a disabled reporter, as well as war hero, John McCain. In 

essence, Trump displays a clear lack of empathy which is characteristic of those who have 

psychopathic tendencies.  

And Trump’s Machiavellian attributes are apparent for all to see; Machiavellianism is the idea that 

the end justifies the means. In the case of Trump, this is best exemplified by his disregard for the 

truth, including repeating conspiratorial aspersions from InfoWars during his rallies, to animate his 

followers. Trump has no qualms in using fear as a motivator, in order to get his messages across.  

Trump was very pragmatic about building his follower base, developing slogans that they could 

easily support, such as “Make America Great Again” (MAGA). Americans find it difficult to argue with 

that sentiment, especially those who feel left behind by the globalist agenda. His organization sells 

merchandize like T-shirts with his mugshot image, or his bright red “MAGA” hats, which become a 

form of identity for his followers,  helping further brand his persona and forge the MAGA movement, 

and as some would describe, a cult.  

The MAGA organization provides a sense of belonging to its members and has become vital to 

Trump’s base. As a Trump supporter, you could identify with other Trump fans, which then builds a 

sense of an “us” versus “them” in a battle of good versus evil, stoking fear amongst the MAGA 

movement and the need for its “strongman” leader. And Trump helped foment this in-group versus 

out-group metaphor with slogans like “crooked Hillary” and encouraged chants at his rallies such as 

“Lock her up”. Us: we are the aggrieved. Them: the RINOS (Republicans In Name Only), the Never 

Trumpers, the Unselect committee embroiled in another “witch hunt”; these were all common 

Trump refrains. This type of aggrieved community building comes straight out of the Hitler playbook 

of the 1930s; Hitler built his Nazi party during the desperate times in Germany in the 1930s, and the 

Nazi party identified common enemies to blame for their desperate circumstances. Hitler was also a 

very charismatic leader and used the relatively new medium of radio to great effect.  

Over time, Trump has failed to deliver on many of the promises that he made, including his assertion 

that COVID-19 would go away without a vaccine, that he would repeal and replace the Affordable 

Health Care Act, cut taxes, and so on. But it becomes harder for his followers to give up on him, as, 

psychologically, they’ve become part of his movement. The movement provided them a sense of 



identity, and threats to Trump and his movement are a threat to each of his followers. And as 

Trump’s followers forgave him of one miss-step or missed promise, they slid down the slippery slope 

of continuing to forgive as they turn on those who attack Trump; the logic goes, because he has 

already established that his critics are evil, fake news, etc., his followers should continue to support 

him, or else they seem like hypocrites.  This is a form of habituation that the movement has created 

amongst its followers, such that they then continue to support Trump even when he is unable to 

keep his promises. It’s easier to stay cognitively consistent with the Trump movement than to admit 

they have been wrong all along. 

After the mid-term elections of 2022, Trump announced his third run for the White House. Since 

that announcement, Trump’s legal troubles appear to be coming to a boiling point.  

The legal case that Dominion brought against Fox News for their defamation case has revealed 

fractures between Trump and Fox News, while it’s clear Fox News still panders to Trump’s MAGA 

base. Ultimately, Fox News settled the Dominion defamation case for $787.5m, in order to avoid a 

trial. Shortly after the settlement was announced, Tucker Carlson, Fox’s highest rated host, left Fox 

News; Carlson now hosts a Twitter video show, interviewing guests like Andrew Tate and Trump.  

As of September 2023, Trump’s own legal woes have considerably worsened; he now faces four 

indictments which he will need to defend in his run-up to the 2024 November elections, where he is 

currently the de-facto front runner of the Republican party. Each new indictment has only agitated 

his base as his approval ratings appear to be climbing among his base, and he frames the 

indictments as “election interference” by the crooked and corrupt administration of Joe Biden.  

Anonymity changes behaviour (just look at 4chan) 

We all act differently depending on the setting we are in and who we are with. We act in different 

ways in front of our parents, our work colleagues and our friends; we act differently online, where 

some will develop an entirely different persona; the disinhibition effect (John Suler) explains why we 

do this. You are not present with the person or people you engage with when you engage online; 

thus you do not directly experience the consequence of that engagement immediately. But perhaps 

more importantly, in many circumstances online, you are anonymous and able to hide who you 

really are.  

The anonymous nature of the online environment eliminates the consequences of behaviour to the 

perpetrator, even if there are real world consequences for others. Thus, if the rules of the offline 

world are requiring you to act in a way that you are not comfortable with, then you can circumvent 

those rules when you are online and anonymous; changing one’s behaviour is particularly attractive 

to those who feel threatened by the changes wrought by the movement to a politically-correct 

world, the “woke” movement. It is also the case for anyone who abhors authority of any kind.  

Being online lowers your inhibitions and can reveal a more authentic self, which can be good. This is 

discussed in “Everybody Lies” (Seth Stephens-Davidowitz). Being anonymous can also help people 

explore their identities, if those identities are not part of their mainstream culture. But it can also 

become a playground for those who want to act out their fantasies, which can manifest in a variety 

of negative behaviours. For those who exhibit the dark triad of personality traits that favour 

narcissism, psychopathy and Machiavellianism, harmful behaviours then include online bullying and 

a variety of troll behaviours. 

Anonymity also provides cover for bad actors to sow their seeds of destruction and confusion, as 
Russia has perfected over several decades of information warfare - is that blacktivist tweeting about 



social injustice real, or are they part of a Russian troll farm conducting a disinformation campaign, or 
are they a 4channer using a fake Twitter account, doing it “for the lulz”? It is not always easy to tell.  

A sock puppet, in internet slang, is a false online identity that is used for deceptive purposes. This 
could be a new account, created on Twitter, or it could be a new blogger account under a 
pseudonym, created to post misleading content around a contentious topic. Catfishing is a similar 
concept, but mostly targeted at exploiting people looking for a relationship.  

We should also consider that there are 1.5 billion online gamers - nearly a fifth of the world’s 

population - who are acting out their play in an online environment, allowing them to escape from 

the constraints of the real world in immersive games that generally focus on skill and violence. 

Cultural toxicity is an ongoing issue within gaming communities, and in this regard, toxic behaviour 

can be contagious and somewhat normalized. This helps explain why PewDiePie (Felix Kjellberg) has 

published content that included antisemitic, racist or misogynistic references in several videos 

between 2017-18. He would then apologize for each instance. PewDiePie was the first YouTube star 

to eclipse 100 million followers on his channel; PewDiePie’s rise to fame was a result of pioneering 

“Let’s Play” videos, showcasing his online game play to his audience. 

Troll behaviour 

Troll behaviour is enabled by anonymity; when we are anonymous, we can say things to other 

people we wouldn’t dare to say if our name was revealed. 

The Gamergate culture war is an example of very toxic troll behaviour. Gamergate, which lasted 

from 2014-2015, was essentially a loose-knit online misogynistic movement campaigning against 

feminism, targeting women in the gaming industry, notably video game developer Zoe Quinn and 

feminist writer Anita Sarkeesian, who had been a victim of prior troll attacks. The controversy began 

when Quinn created a game which received positive reviews from the gaming media, but was 

panned by some of the gaming community. These gamers determined that the press coverage that 

the game received was biased; a blog post from a former boyfriend of Quinn accused her of sleeping 

with one of the reviewers.  

This sparked a culture war, with gamers claiming to be fighting for gamer identity in the fight against 

encroaching political correctness in the gaming industry and the ethical breaches in gaming 

journalism. Harassments and threats against Quinn and others included rape, death threats, and 

doxing (or doxxing) – the act of revealing personal information and nude photographs of the targets.  

Fake accounts were set up on Twitter to share and spread the scandal. Bragging about these exploits 

occurred on 4chan, and subsequently 8chan, when the conversation was ultimately banned from 

4chan. Other neo-Nazi groups joined the trolling to increase the mob size and wreak more havoc. 

The reality of this culture war was that there were likely only a small number of brutal trolls, but this 

small minority was able to simulate a loud voice. And they were able to silence voices that criticized 

the traditional gaming culture, who would fear for their own safety and privacy. Trolls would call out 

“social justice warriors” who were expressing socially progressive views, while also defending the 

targets of Gamergate.  

This works the same with troll attacks from 4chan that may target other platforms like Tumblr, and 

other communities like the LBGTQ+ community. 4channers can decide upon a collective action and 

undertake it without sponsorship from outside interests or even any real organizational structure of 

their own; individuals then brag about their trolling exploits outside of 4chan when they return to 

the platform, thus inspiring others to do the same. 



One example of this type of action occurred in 2016, when 4channers were able to turn Microsoft’s 

AI chatbot, Tay, into a sexist racist. Basically, the bot learned its behaviour from the online 

environment in which it engaged, Twitter, Instagram, Facebook and Snapchat. 4channers were able 

to swamp these platforms and engage Tay with racist and sexist comments and content related to 

conspiracy theories, turning Tay into a racist, sexist conspiracy theorist. And they did all this “for the 

lulz”. Microsoft Tay was effectively an earlier version of ChatGPT, launched in 2022 to significant 

response, and a better methodology for learning and better guard rails, presumably.  

Victim trolling is another example of trolling. Conspiracy theorist Alex Jones claimed that the Sandy 

Hook School shooting was fake, a false flag event, and the parents of the victims of the shooting 

were ‘crisis actors’. This then inspired trolls to target those parents with vicious troll attacks. 

Because of the harm caused to the parents in this particular case, Jones finally admitted he was 

wrong, and now has to pay over $1 billion in damages because of the abhorrent behaviour of the 

trolls that he inspired. In the U.K., Richard D. Hall took a similar perspective, claiming events like the 

Manchester Arena bombing in 2017 was a false flag event, and directly trolled victims of these 

events.  

In the information wars, troll behaviour is used to silence voices, and sway decision makers from 

making the political decisions they desire and feel is right. Trolling politicians on Twitter, for 

example, with misogynistic and vile language, reduces debate and can lead to those on Twitter to 

leave the conversations. Meghan Markle is a high-profile victim of troll attacks. Markle is a strong 

black female voice - an obvious target for internet trolls.  

As the online environment begins to normalize trolling and other anti-social behaviour as a result of 
the anonymous nature of the online environment, this normalized behaviour spills over into the 
offline world; there are several examples of this, including Pizzagate, The 2021 Capitol riots of 
January 6, the attack on Paul Pelosi leading up to the 2022 midterm elections in the United States, 
the mass shooting in Australia in December 2022 that left 6 people dead, and the suicide of Molly 
Russell. This is not just an American problem, but it’s a problem that is exacerbated in America 
because of its more liberal interpretation of Freedom of Speech, and the easy access to guns to act 
out crimes.  

We are lazy, too 

As humans, we are cognitively lazy; we have to be, given the amount of information we see every 

day; we suffer from decision fatigue. As such, we tend to rely on heuristics, cognitive biases, and 

shortcuts to help us make decisions and process information; ultimately, this makes us more 

susceptible to disinformation, fake news, conspiracy theories and marketing messages.  

Known cognitive biases include confirmation bias. Because we are in online communities of similarly-

minded people, we see more content that supports our existing beliefs, and less content that 

contradicts those beliefs; these communities essentially become echo-chambers, where similar 

beliefs echo around the community. We are also more inclined to consume and share content that 

already supports the beliefs that we have, because this requires less cognitive load, less effort and 

aligns with our existing beliefs, which is appealing. It is also hard to change beliefs; once a conspiracy 

theory has been exposed as false, that information doesn’t generally gain traction in related 

communities; these communities are already vested in their beliefs, so will tend to ignore new 

information that is contradictory. 

The anchoring bias suggests that we tend to be overly influenced by the first source of information 

that we hear or read, when learning about a news event. Thus, if the first report that we see of an 



event is from our favourite online source, we will put more weight on that version of the story, and 

it biases how we interpret following news stories of the same event. This has wide implications as 

we spend more time on social media and gain more exposure to news from sources other than 

traditional media. It also means that media that spends more time gathering all the facts for a story 

will be at a disadvantage over swifter media, which just wants to use the event to support an on-

going narrative, selectively targeting a few facts from the event, and get their story out sooner.  

Trump uses this bias to great effect in order to get out in front of a story which may be damaging to 

his campaign. For example, Trump will provide his interpretation of a latest indictment, which will 

include phrases like “witch hunt” and “election interference” that play well to his MAGA base, but 

also sow even a little doubt and confusion to those outside of his base, when they then read follow-

on stories from media from different places along the political spectrum. These stories will inevitably 

include Trump’s quotes.  

The mere exposure effect (also known as the availability heuristic) means that if something is 
repeated often enough, we start to believe it; Joseph Goebbels, Nazi minister of propaganda under 
Adolf Hitler, understood this. Propaganda works this way under authoritarian regimes. In Russia, if 
the only news source you have is framed by the regime itself and you are not exposed to a counter-
narrative, you will start to believe the prevailing narrative, or at least start questioning your own 
beliefs. This is also known as gaslighting. 

The mere exposure effect also normalizes extreme behaviour, whether it’s a teenager who commits 

suicide after being exposed to suicide-related content on Instagram and Pinterest, or a virulent troll 

from 4chan who is stalking a target with vile content.  

The bandwagon effect, another cognitive bias, manifests itself online as social proof. If something 

looks popular, then it must be right. Thus, content that has received many likes gains social proof 

and is more credible as a result. Others who see that same content assume that it is a popular point 

of view, and will believe it, simply because of its popularity. This has significant implications for 

content consumption and sharing, especially when popularity can be simulated by troll bot 

behaviour. 

The affect heuristic is where we rely on our emotions, rather than rational thinking, when making 

decisions and taking actions. There are things you’ve said or done in the heat of the moment and 

later regretted. That’s triggered by the affect heuristic. Laurence Fox (Reclaim the Media) used this 

as a partial defence for his misogynistic remarks about Ava Evans on GB News (September 2023) that 

led to his firing. And as community members are exposed to content that supports their point of 

view (confirmation bias) that makes them angrier, then they are more likely to take emotionally-

driven actions, which may help explain some trolling behaviour.  

The framing effect is a marketing tactic where we frame an idea in order to make that idea more 

appealing to a target audience. This effect is the reason why the same news event can be covered by 

two different news outlets, offering contrasting versions of the same story, led by deliberately 

different headlines highlighting different aspects of the story. It is also a tactic used by the “Make 

America Great Again” (MAGA) movement with slogans like “drain the swamp”, “lock her up” and 

“crooked Hillary” that were common refrains during the 2016 election cycle.  More recently, Trump 

has framed the four indictments he faces in 2023 as  “election interference”.  

Boris Johnson also used framing to great effect during the Brexit campaign, asserting that £350m a 

week could be diverted back to the U.K.’s National Health Service (NHS). This argument may have 



had a sliver of truth (the £350m was money going to the European Union (EU)), but only works 

because many do not question the facts, and they believe anything that aligns with their resistance 

to bureaucracy and control.  

The nostalgia bias explains our perception that everything was better at some point in the past. 

While many advertisers use this tactic, one current example is the slogan of the MAGA movement, 

Make America Great Again. The “great again” appeals to our sense of nostalgia. And it also appeals 

to our sense of loss, and loss aversion is another important cognitive bias. The idea is that we fear 

loss more than we seek gain. “They’re going to take our guns” is a common refrain from the gun 

lobby in the United States. Here, the National Rifle Association (NRA) is focusing on the loss of guns 

to agitate its membership, rather than the benefits of having more guns.  

There are literally hundreds of cognitive biases that short circuit our critical thinking when we are 

exposed to new content, ideas and news events. 

Belief in conspiracy theories is enabled by a number of cognitive biases, such as confirmation bias; 

we give more weight to evidence that supports our existing beliefs, than weight to evidence that 

contradicts those beliefs. Projection is another bias that supports conspiracy theories; those who 

believe in conspiracy theories tend to be those who believe in rumours and are suspicious of others. 

Jumping-to-Conclusions bias, where we tend to make up our mind about a particular situation 

without examining all the facts is another bias that helps explain why some people support 

conspiracy theories.  

The illusory pattern perception bias is where we look for patterns in seemingly unrelated events, to 

develop meaning that’s not there, turning unrelated events into coincidences, and coincidences into 

correlations; this is essentially how the Pizzagate conspiracy theory was developed. Those 

interpreting the content from Clinton’s leaked emails were able to tie together the information with 

prior conspiracies and Jeffrey Epstein, making connections between paedophilia and pizza – 

speculating that cheese pizza (mentioned in the email exchanges) was code for child pornography. 

While belief in a conspiracy theory may be difficult to understand, the believers fundamentally think 

that they are fighting against efforts of deliberate deep state control. A conspiracy theory like QAnon 

supports that idea of deep state control, which forms some of the basic tenets of the conspiracy. 

There will be elements of truth within the conspiracy that will be enough for the theory to take root. 

Repetition of the theory is then exacerbated in the echo-chambers of the communities that are 

discussing the theory. Thus the conspiracy theory seeps into the recipients’ conscience.  

This same notion of deep state control explains the conspiracy theories surrounding climate change; 

the idea is that climate change is simply a means to exert control over populations, dictating what 

they can and cannot do. It’s the same for those that resist the woke movement. Wokeism limits the 

freedom of the majority. 

Another example of this is with the anti-vaxx communities during the COVID-19 pandemic, where 

some elements of truth existed within the anti-vaxx conspiracy theories, and these were used to 

manipulate a narrative of increasing government control - the core idea propagated is that vaccines 

are another means of more authoritarian control.  

Because everyone was impacted by the COVID pandemic, these pandemic-related conspiracy 

theories served as a gateway for many to the conspiracy world.  

 



Part 4: Social Media  

More than half the world is on social media, and we are spending an increasing amount of time on 

social media. Social media has done wonderful things in terms of connecting us, and reconnecting us 

to lost friendships. But there’s been a growing dark-side, driven by the business models of the social 

media platforms. 

Social Media is a big problem 

The popular social media platforms like Facebook, Instagram, Twitter (now renamed as X by Elon 

Musk, but is referred to as Twitter throughout this essay) and TikTok rely heavily on advertising 

revenue for their business model. To increase advertising revenues they need to increase users on 

their platforms and engagement among their active users. The more engagement they create, the 

more time on site spent by users, and therefore the greater the advertising inventory available for 

the platforms to sell to advertisers. And social media platforms are not just competing with each 

other for our time, but they are competing with Netflix, Spotify, Fortnite, Call of Duty, Hollywood 

and Bollywood, and all other forms of entertainment. Our attention is a finite resource, and these 

platforms are geared to try to increase their exposure to our attention. It’s a zero sum game, the 

more attention we give to one platform, the less we give to the others.  

There are three key issues with social media platforms, the algorithms they design that drive 

engagement, the gamification methods they deploy to drive addiction, and how the platforms are 

governed and censored.  

The Algorithms 

A key mechanism used to increase user engagement on social media platforms is the use of 

algorithms to improve the personalization of the newsfeed content that each user sees. The 

algorithms prioritize content that the platforms believe will be more engaging and elicit greater 

reactions and activity among users. They do this using artificial intelligence/machine learning, 

learning what content and content types create greater engagement for each user. Algorithms also 

consider the engagement that a piece of content has already received, and exposes content that has 

a high level of engagement to a wider audience, to increase its engagement further; more 

engagement yields more exposure, which can lead to more engagement, an ever evolving feedback 

loop. 

TikTok, which generally targets a younger audience, probably has the most engaging set of 

algorithms for its “For you” view for its users. And this has now been mimicked by other social media 

platforms. TikTok, as it’s distinct from other platforms, really focuses on user participation, rather 

than simply user engagement. TikTok also actively promotes trends amongst its users. The outcome 

of this has seen a spillover into the real world, as real world news becomes a TikTok trend, and users 

participate in covering the event with their perspective, which can lead to significant 

misinformation.  

Because fake or distorted news and vile content that is designed to appeal directly to specific 
audiences is generally more engaging, leading to more likes, loves, comments and anger responses, 
that type of content gets prioritized by the algorithms. This helps explain how misogynistic content 
on TikTok from Andrew Tate went viral and started appearing in teenagers’ newsfeeds. Tate has now 
been banned from Facebook, YouTube and TikTok. But Tate’s content does still appear on TikTok, 
from accounts that promote Tate. Tate encourages this type of posting through his Hustler 
University program and War Room online community; he’s essentially running a cult of male 



chauvinists. He explicitly teaches his followers how to create divisive content that will increase 
engagement, which then broadens the reach of Tate’s messaging.    

Content can also be “hijacked” if the comments section of the content is swamped by trolls – 
comments that might attack the original poster or contradict the original post. This type of 
engagement triggers the social media algorithms, highlighting that the original creator of the 
content essentially lacks control over how their content is spread on social media. 

Users who spread and share disinformation may earn more engagement and get more attention 
online; this is part of a social reward. And if users gain more attention through sharing false news, 
they may do it more often, whether they are doing it deliberately or the information aligns with their 
beliefs and they genuinely do believe it. In addition, the disinformation might be so outrageous, it 
gets spread just for the irony of it.   

Of course, Fox News understood the power of emotionally-fuelled storytelling as far back as the 

1990s. A critical difference here, though, is the connectivity that the internet and social media adds 

to the mix, exacerbating the spread of disinformation. 

Social media platforms make more money through more activity on their sites. They also learn more, 

and that learning translates into better personalization, enabling the platforms to serve more 

accurate content and advertisements to stimulate more engagement. Altogether, this increases the 

influence of social media as a source for news; because we are spending more time on their 

platforms, we are prone to see our first source of a news event on these platforms, triggering our 

anchoring bias. And now some countries, including Canada and Australia, are introducing legislation 

(The Online News Act in Canada, for example) that would force social media platforms to share 

advertising revenues with the news sources of links posted to their platforms. Facebook’s response 

to these initiatives is to remove those links, which further harms the quality of news to which social 

media users may be exposed. In Australia, Facebook has struck a deal with the government to stop 

the news posting restriction.  

Gamification leads to addiction 

A second method of increasing engagement by the social media platforms is the use of gamification 
tactics to keep us on their platforms and engaged; consider how far away are you from your phone, 
and when it next pings, does it trigger a visceral reaction?  

How many likes did that latest photo you posted on your favourite social media platform gain for 
you? Is your TikTok video trending? This degree of variability in the reward for your engagement and 
participation on social media is a deliberate tactical copy from the gambling industry. Social media 
platforms are designed to become addictive, dripping out dopamine hits as you see the reactions of 
others in your newsfeed. It is noteworthy that the only two industries which call their customers 
“users” are technology platforms and the drug trade.  

Combine the addictive nature of social media with cognitive biases like confirmation bias and the 
mere exposure effect, and we are prone to lose agency; we can lose control of our ability to process 
information in a rational way.  

Unfortunately, lack of agency is exacerbated for teenagers, who have not reached the levels of 
maturity necessary to make good decisions. Mental health is coming under near-constant attack for 
those who are more prone to inhabiting the online world, as teenagers are.  



For teenagers, social anxiety can come from comparing their lives with others’ carefully curated, 
idealized lives. And their own friends might share content of their latest exploits, that does not 
include them. This Fear of Missing Out (FOMO) is exacerbated as we now live our lives in full view of 
everyone else when we are online.   

The social media algorithms mean it is easy for users to travel down rabbit holes of content themes 
that can increase anxiety. Doomscrolling is a term that illustrates this behaviour. As we see more and 
more of the same and related narrative, it tends to normalize what we are reading. We may then act 
out what we see online, in the real world.    

Social media influencers can have a significant impact on teenagers, who follow them and their 
idealized, luxurious, and aspirational life-styles; this can set unrealistic expectations for teenagers to 
follow. This can be further exacerbated with influencers with unrealistic (and often “photo-
shopped/filtered”) body standards, which then challenges teenagers’ self-worth.  

Along with these types of influencers, there are influencers like Andrew Tate, who’s misogynistic 
content sets a horrible standard, especially among boys who enjoy his message of individual 
autonomy, self-reliance and free thinking. Some elements of his message is appealing, especially to 
those who have not reached the level of maturity to understand the differences between right and 
wrong. Along these lines, online grooming is another area of considerable concern.  

Of course, at the other end of the spectrum of influencers, we have Greta Thunberg, who has 
managed to create a whole movement of climate change activists. 

Teenagers’ preferred social media channels are TikTok, Snapchat (for messaging) and YouTube. The 
algorithms on TikTok are super-charged to make sure users are exposed to engaging and trending 
content, in which they can then participate, which ties them closer to the platform.  

Governance and censorship 

A third crucial issue for social media platforms is how they should be governed and their struggle for 

appropriate censorship. A little context is important here.  

In most parts of the world, social media platforms are not considered the publishers of the content 

that they host. In the United States, they are protected by Section 230 of the Communication 

Decency Act (1996). This is unlike traditional media, which is liable for the content that they publish. 

The rationale for this law is twofold: one - it was to help a nascent industry to grow, and two - the 

organic content on the social media platforms is created by its users.  

This law was challenged all the way to the U.S. Supreme Court with a case brought against YouTube, 

for recommending violent content to an Islamic State gunman who participated in the Paris attacks 

in 2015. Some of the justifications for keeping Section 230 in place in this case revolved around the 

economic impact of removing the protection, rather than the true merits of the case. The Supreme 

Court did uphold Section 230 of the Communications Decency Act in this case, in May 2023. It is 

worth noting that in Russia, publishers of content online do not have the same safeguards in place.  

Social media platforms are private companies, and are free to develop their own rules, and can 

therefore censor individuals as they see fit, as long as they comply with the appropriate regulatory 

jurisdictions; furthermore, the First Amendment in the United States protects individuals from 

government censorship, not censorship from private enterprises like social media sites.  



This highlights the issue of who should do the censorship for these sites. Should it be at a national, 

governmental level, providing a base line of rules for all platforms to follow within a certain 

jurisdiction, or should censorship only occur at the platform level; allowing individual platforms to 

write their own rules.  

In the United States, which is the home of the majority of the major social media platforms, 

Freedom of Speech is the first amendment in the U.S. constitution; as such, major federal and state 

regulation of these platforms has been limited. Because these platforms are global in their reach, 

other nations in the Western world are developing their own legislation which governs the 

regulations in which these platforms can perform within their borders. The European Union’s Digital 

Services Act became law in August, 2023, and the UK will introduce the Online Safety Bill in late 

2023. Canada, Australia and Singapore are among other nations who have also introduced their own 

legislation.  

These laws tend to focus on a few core issues: where the data is stored, how much the state has 

access to surveillance of their citizens, the balance of freedom of speech versus disinformation, hate 

and harmful speech, and the protection of local media organizations. 

Censorship and surveillance is more important in Authoritarian countries, like Russia, China, Iran and 

North Korea. And these countries limit access to the broader internet to their citizens, while 

increasing surveillance techniques so they can have much stronger control of the narrative in their 

home nations.  

Countries can control the internet within their borders by identifying users and content by IP 

address, which indicates where they are both located. Virtual Private Networks (VPNs) can be used 

by users to try to circumvent this system.  

In the Western world, censorship needs to balance three broad types of nefarious behaviour, hate 

speech (that demonizes a minority), harmful speech (that promotes negative behaviour and cyber 

bullying) and disinformation (lies used to manipulate behaviour), with the rights of freedom of 

speech.  

Censorship efforts of social media platforms comprise a combination of artificial intelligence and 

human intervention, but this combination is ill-equipped to appropriately censor content at a 

massive scale when bad actors are using the platforms to manipulate behaviour; for example, when 

vaccine emojis are replaced by carrot emojis in vaccine discussions, an artificial intelligence system 

needs to learn of the switch before potentially over-correcting on harmless or unrelated food 

discussions. A whole new category of algospeak has evolved with the specific purpose of evading 

censorship or avoiding algorithms downgrading target keywords. Examples of algospeak include 

unalive for suicide, dead or kill, cornucopia for homophobia and pron for porn.  

There are essentially two broad areas of censorship that platforms undertake: removing fake 

accounts and moderating hate and harmful speech and disinformation. 

Fake accounts, which on Twitter, for example, can be created by Twitter bots, are often used to 

spread fake news, create fake news, and generally troll. They will also form botnets, which are 

networks that share and like each other’s content, making the content appear to be more engaging 

than it actually is, triggering the bandwagon effect. This additional level of activity creates social 

proof for the content in a manner that misleads real users to believe the content is genuine and 

interesting, due to its high level of engagement.  



The elusive number of fake accounts on Twitter was allegedly a reason put forth by Elon Musk for his 

hesitancy to buy Twitter. In late 2023, Musk has begun experimenting with subscriptions as a means 

to reduce bot activity.  

Musk, who did purchase Twitter in 2022, is a self-proclaimed free-speech absolutist, stoking fears 

that Twitter will relax its censorship activities, allowing more hate speech, harmful speech, and 

disinformation. In the following months, Musk laid off a significant number of staff, some of whom 

were working on censorship activities. This has allegedly allowed increased activity on the platform 

from troll farms.  

Musk also announced an amnesty for all banned accounts that did not break U.S. law. This decision 

was based on a Twitter poll initiated by Musk. 

Trump was one of the users who was banned from Twitter (and other platforms) after the Capitol 

attack, and it is widely understood that this was a decision that Musk had not supported. Trump was 

invited back to Twitter in November 2022. Trump delayed his first post on Twitter to August 2023, 

when he proudly posted his mugshot, as a result of his fourth indictment. This was a fundraising 

Tweet that helped generate more than $7m for his 2024 presential campaign. Trump had been 

hesitant in his return to traditional social media platforms after he established his own social media 

platform, ironically named, “Truth Social”; Trump is financially obligated to favour Truth Social for his 

social media posts, in the short term. But with his pending White House run, it is speculated that we 

will see more of his engagement on platforms like Twitter, Facebook and YouTube, because they 

have much larger audiences.  

In an effort to better monetize Twitter, Musk has decided to charge a fee for verified accounts. This 

decision has been widely criticized as it presents opportunities for fake accounts to gain verification, 

which will only create additional confusion and the erosion of trust in the platform. There are several 

examples of verified accounts on Twitter that are actively being used to promote disinformation, as 

a result of this change. And verified accounts not only appear to be more legitimate (that is typically 

why things get verified) but also get priority in the Twitter algorithm.  

Facebook and Instagram have now followed this initiative regarding offering verified accounts as 

part of a subscription, although they require a document to support the authenticity of the account 

to be verified. This move is considered an initiative to create additional revenue streams for these 

platforms, beyond paid advertising. 

In 2023, YouTube has started to look at verifying accounts that share medical information in the U.K. 

This does appear to be a very reasonable approach.  

In general, when platforms do take appropriate censorship actions, they are demonized by users and 

accused of overly censoring speech; they are essentially accused of enabling the cancel culture. This 

is in an attempt to erode the trust of the medium by those who feel they are being censored.  

Platforms like Twitter and Facebook have increased their resources in terms of adding fact-checking 

facilities. They can then append posts that they determine do not represent the truth with a 

notification stating so. But the reality of this process is that the content has already been published, 

is out there, and has been shared. Therefore, chasing it with labels that question its truth is almost 

akin to shutting the stable door after the horse has already bolted. 

Removing content and banning an influencer is one tool in the arsenal for platforms. They can also 

demonetize an influencer, such that they cannot make any money from the content they are 

publishing on their platform. YouTube did this to Russell Brand in September 2023, when rape and 



sexual assault allegations emerged. A third option open to platforms is to shadow ban the 

influencer. Thus the influencer can continue to post, but the algorithms are not promoting the 

content to the followers of the influencer.  

There is also a disincentive for platforms to remove content, demonetize or shadow ban an 

influencer. It reduces engagement for the platform, which is the fuel that feeds the platforms’ 

business models; and if they take this action on a high profile account, that account’s followers 

become enraged, and some leave with the banned account to another platform with more 

permissive free speech rules.  Rumble has provided a safe haven for accounts that have been 

banned from YouTube, for example. And Rumble is part of an alt-tech universe, providing a platform 

and internet for those who have been deplatformed, elsewhere. They do this in the name of 

protecting the “free internet”. 

The counter argument to allowing harmful content, hate speech and disinformation, however, is 

that advertisers and community members may start leaving the platform as a revolt against 

perceived increases in nefarious content. Musk has accused activists of encouraging advertisers to 

leave Twitter, as a result of his perceived lack of appropriate censorship. The increase in this type of 

content may also trigger the interests of regulators; the E.U. has targeted all the major social media 

platforms for their efforts on dealing with disinformation during the early days of the Israel Hamas 

conflict.  

This all presents a dilemma; moderators must achieve a delicate balance to get the moderation right 

and balance this with the platform’s business interests.  

The game “whack-a-mole” is a good analogy for the current state of play with regard to censorship 

on these platforms; they shut one fake account down, and another fake account starts posting 

almost immediately. One platform adjusts its rules, another platform benefits. 

One final issue with regard to censorship is the ongoing debate between the use of end-to-end 

encryption on messaging apps (like WhatsApp, Signal, iMessage and soon to be Messenger), which 

allows users to keep their conversations private in a way that even the platforms cannot access the 

content. This level of protection and freedom of speech is lauded by the platforms themselves and 

the tech community, more broadly. It is necessary for journalists and whistleblowers, for example, 

and protecting speech from government over-reach.  

However, it presents a channel of communication that can be exploited by those who want to cause 

harm. The use of these channels to promote child pornography and animal cruelty are often cited 

examples. If the platforms provide governments access to these conversations, then they are 

effectively breaking the encryption. The UK Online Safety bill, which will become law in late 2023, 

has been examining this issue very closely.    

Developing viral hits 

Content marketers try to create content that consumers want to engage with and share. Their hope 

is to produce the type of content that’s spread far and wide, as Barilla has done with its Roger 

Federer YouTube clips, as Dove has done with its Real Beauty campaigns and as Ariel has done with 

its #Sharetheload campaign. These types of content include certain characteristics that increase the 

likelihood that they will be consumed, shared, and go viral.  

Jonah Berger of the Wharton School, University of Pennsylvania, has studied this phenomenon and 

identified six pre-conditions that increase the likelihood of virality: Social currency, Triggers, 

Emotion, Public, Practical value, and Storytelling (STEPPS).  



Emotion, the E in the Berger acronym, is a key pre-condition. Emotive content that is “high-arousal” 

content, is more engaging, and thus more likely to go viral. High-arousal emotions include anger, 

anxiety, surprise, humour, shock, love and fear.  

Fake news is more likely to be consumed and shared because it is more likely to stimulate these high 

arousal emotions than traditional news, which, quite frankly, can be rather depressing. Absurdist 

humour and the use of memes, which enable easy consumption in an age where our attention span 

is limited, are deliberate attempts to increase emotional virality. 

Social currency represents the first S in the Berger acronym and plays another significant role in the 

sharing of content. The idea is that we create and share content that makes us look good to our 

network. It adds to our credibility and online persona. If we see a meme that we think is witty, aligns 

with our point of view, and is novel to us (we haven’t seen it before), we may be tempted to share it. 

We will then look to see how many likes and reactions we get, our social reward. It can elevate our 

status among our network if we appear to be someone who provides entertainment and new 

insight. Similarly, high profile influencers sustain their profile by sharing content that they think 

resonates with their audience. Donald Trump Jr. describes himself as a “meme war general” on his 

Twitter profile; he is a prolific tweeter.  

Virality is also about good storytelling, the final S in the Berger acronym. Take, for example, the 

QAnon conspiracy theory. Started on 4chan in 2017 by Q (an anonymous but supposedly high-level 

government official), the story is that a cabal of satanic, cannibalistic sexual abusers of children 

operate a global child sex trafficking ring and conspired against U.S. President Donald Trump. The 

Trump administration secretly fought the cabal of paedophiles and would conduct mass arrests of 

thousands of members on a day known as “the Storm”.  

4chan was already receptive to elements of this conspiracy theory; the Pizzagate conspiracy theory 

pre-dated QAnon by a year. Pizzagate falsely claimed that several high ranking democratic officials 

and restaurants were operating a human trafficking and child sex ring. This conspiracy theory, which 

was incubated on 4chan, 8chan, Reddit and Twitter, led to a shootout in Washington D.C., in 

December 2016. 

Confirmation bias was also at play with QAnon, making this conspiracy theory more accessible to 

this community. But the story itself is extraordinary and infused with high-arousal emotion. 

The QAnon conspiracy is equal parts bizarre, extraordinary, shocking, and absurd. It contains all the 

great ingredients for a story to go viral. Q’s seeding strategy, with anonymous “Q drops” building the 

narrative, led to groups of users conspiring to interpret the meanings of the messages to further 

build the story. While the QAnon story is ridiculous in itself, it got wide coverage with its linkages to 

President Trump. It emerged from 4chan (via 8chan) through YouTube and Reddit, and on to 

mainstream media, to a Trump rally in Florida in July 2018 – normiefication at play. The QAnon 

Shaman (Jacob Chansley), a QAnon conspiracy theorist from Georgia, who has a long history with the 

conspiracy theory, was identified as one of the leaders involved in the Capitol riots, on January 6, 

2021. He served 27 months in prison for his part in the Capitol riots.  

Do people really believe this conspiracy theory? Or do they just believe enough of it for it to matter 

to that community of alt-right followers? The underlying basis for the theory is essentially that all 

those in authority are bad people and they need to be eliminated, or at least removed. That 

narrative aligns with the followers of QAnon and the alt-right. Within that community, confirmation 

bias and the echo-chamber effect help reinforce the narrative, as Q dropped plenty of fuel to further 

the evolution of the story. 



When “The Storm” didn’t materialize, this did not deter the followers of the QAnon conspiracy, as 

they were habituated to continue to make adjustments to their assumptions to support the wider 

narrative. QAnon remains a viable conspiracy movement years after its creation.  

Adherents to the conspiracy believe their culture is under attack, their way of life is under attack, so 

the narrative of the conspiracy binds them to a movement of resistance - it’s an us (believers) versus 

them (non-believers) fight.  

It is very likely that some QAnon conspirators are true believers of the conspiracy, some believe 

some aspects of the theory, some are simply trolling, either “for the lulz”, or because the theory 

does speak to their desire to undermine authority. And finally, some are likely Russian operatives 

seeking to cause chaos and confusion.  

The feeling of belonging to something, being part of something bigger than oneself is also a critical 

factor in its success. While QAnon started as a conspiracy theory, it has become a political 

movement, and is basically a cult. 

And anyone can simulate popularity 

Troll farms like the Internet Research Agency can be deployed to either amplify conversations or 

silence opposing views, creating the effect of a larger enraged audience, social proof, or lack of 

opposing positions. Troll farms also create more fake news.  

There doesn’t have to be a connection between the troll farm, or any troll activity, with the 

publishers of the content. For example, Russia might have chosen to influence the 2016 Trump 

election and Brexit, with or without explicit ties with the respective political campaigners. The dense 

Mueller report, published in March 2019, neither exonerated nor identified specific ties between the 

Trump team and the Russians. Regardless, Russia can simply choose a side, amplify news that is 

already being disseminated, and create their own fake news, in order to amplify conversations that 

favour the outcomes they desire - outcomes that diminish the cohesion of the West. After all, they 

are already experts in distorting and amplifying news to their own citizens through their control of 

their domestic narrative.  

This same logic applies to conspiracy theories like QAnon. If China or Russia wanted to help spread 

the theory, knowing its destructive power, they could do so without any direct connection to those 

who established the conspiracy - maybe themselves - nor do they have to believe the theory. It’s 

easy for these sophisticated actors to set up a bot network to fan the flames of a conspiracy. 

 

Part 5: Four potential solutions 

The cocktail of different actors, Russian or Chinese interests, nationalists, white supremacists, 

racists, and religious fundamentalists, sometimes with goals aligned, often with different goals, are 

able to exploit the mechanisms of digital media to create chaos. We are living in dangerous times, 

and this is clearly exacerbated by the exploitation of digital media to distort the truth and create 

false narratives. We need to take a check in terms of where we are at with the evolution of media, 

and determine roads ahead that might help return the digital medium to the opportunities it was 

designed to present from its inception – connecting humanity for the good. There are four pathways 

forward that we can explore.  

 



The current landscape 

In the days of fewer media outlets, often with rules to be fair or to not cover salacious stories and 
obvious lies, we had a shared culture of ideas. We are now in a situation where we don’t view 
the same media, we don't share the same stories, nor do we get similar exposure to a common core 
of thoughts and ideas.  

In a shared culture, freedom of speech was so important because, if all ideas could be debated in a 
common marketplace of ideas, truth would, more than likely, prevail. Now that conversations are 
held in isolated echo-chambers, with no opposing narrative to debate the assertions, they are not 
challenged, and are able to take root, false or not.   

At the conclusion of the Fairness Doctrine in the United States, in 1987, where freedom of speech 

advocates claimed that the rule forced speech, we saw the rise of conservative talk radio, led by 

Rush Limbaugh. This was an early warning of the fracturing of the common marketplace of ideas. But 

conservative talk radio and the introduction of Fox News in 1996 were only the precursors to what is 

happening now in the online world. Online conversations develop on permissive platforms like 

Reddit and 4chan. They are stoked by right-wing and anti deep state sites like Breitbart News and 

InfoWars, and state interests like Russia and China. The conversations are then accelerated by the 

hungry algorithms of the social media platforms, and further amplified by the conservative news 

media.  

Interest in mainstream media from social media platforms is also waning, with fewer references to it 
and greater attention focused on alternative influencer networks and newer media sites. Legislation 
in Canada and Australia that seeks to push social media platforms to share their advertising revenue 
with sources of content that are shared on their platforms potentially pushes Facebook to reduce 
exposure to those media. We are increasingly getting our first news source in alternate ways, this 
shapes our understanding of news events, as a result of the anchoring bias. 

If we are to assume there will always be bad actors in this world, seeking to manipulate our 

behaviour for personal gain, then there are few things we can truly control in the above scenario.  

There is very little will to change our freedom of speech rules in the Western world, despite the 

significant shift in the landscape of conversations. And we know that while these rules, as they 

stand, do cause harm, we are fortunate not to be under an authoritarian regime where freedom of 

speech is essentially for the few and not the many. Ironically, authoritarian regimes are able to 

control speech at home, while manipulating the narrative abroad because our free speech rules 

allow them to do so.  

Technology trends 

We should also note the technological advancements in our online worlds that we inhabit; there are 

three broad concerns here: Deepfakes, generative AI and the Metaverse.  

Deepfakes are essentially the AI manipulation of video content, to create the impression that 

someone has said or done something that they haven’t. This is just one common and worrying form 

of deepfakes, otherwise known as synthetic media. Examples of this type of manipulation include an 

experiment from the Massachusetts Institute of Technology (MIT), showing a speech that was 

prepared for Richard Nixon, but thankfully never happened, entitled “Moon Disaster”. 



While memes have been the preferred medium to spread disinformation, and a very effective one at 

that, video content is generally considered to be more trustworthy in the minds of consumers. So, if 

video content can be effectively manipulated to spread disinformation, this is a potentially very 

worrying proposition. One recent example of this was in March 2022, when the President of Ukraine 

appeared to be instructing his military to surrender. This was a deepfake, and never happened. But 

the consequences of such a disinformation campaign could have been disastrous.  

There are two potential outcomes of the more common usage of deepfakes. The use of deepfake 

video becomes an effective weapon for disinformation campaigns because we tend to trust the 

video medium, or wider use of deepfakes further erodes our trust in media – essentially it becomes 

a classic liar’s dividend. Either consequence, or both, doesn’t bode well. Deepfakes are rather novel 

at this stage, and were hard to create, prior to the introduction of generative AI. The direction of 

travel of the advancement of technology only means that this type of content will become easier to 

create, especially with the advancements in generative AI.  

With the November 2022 release of ChatGPT, we are now starting to see the power of generative AI, 

and its possible inclusion in the development of fake news in the information wars. Generative AI 

tools, deployed by troll farms like IRA, can only help troll farms in their production of fake news. We 

should also recognize how these “large language model” tools work - they learn from the content on 

the internet (among other sources). So if the content they are learning from is biased (or fake news), 

they will produce biased content and more fake news.  

Some tech leaders, who are engaged in the development of these AI tools, are now seeking 

regulatory guidance; there is no doubt that these tools will have a huge influence in the world 

ahead, much like when we first saw the Mosaic browser in 1993. It was several years before this 

event really triggered the new web medium, but it did happen. Now generative AI is set to have at 

least as significant an impact in the years ahead.  

The Metaverse has also received a lot of hype over the last couple of years, stimulated by 

Facebook’s name change to Meta, in October 2021, and its significant investments in this new 

medium. And while the Metaverse remains at a speculative stage of its evolution, many think that in 

the long run, the Metaverse will effectively become a more immersive internet experience for all. 

This will potentially increase our time in the online environment as we further develop our online 

identities and personas.  

Even at this experimental stage of the Metaverse, we are seeing extensive trolling behaviour in 

metaverses like Horizon Worlds, Facebook’s metaverse platform. The challenge to reducing trolling 

behaviour is going to be greater in the Metaverse because the content is ephemeral; the trolling 

activity is only visible as it is happening, unlike the video/text/image-based internet, where the 

trolling activity archives as evidence of that activity. So not only will a mature Metaverse likely mean 

we will spend more of our time online, but censorship operations will have to adapt to a more real-

time focus.   

There are four avenues to pursue 

Humans will always take shortcuts in information processing and sharing, and these shortcuts make 

us prone to fake news consumption. In this regard, Finland is a country that has made inroads in 

modern media literacy, teaching children how to process the news more effectively. So bringing 

greater awareness to the importance of media literacy, and making it a key part of our school 

curriculum is fundamental. Finland’s citizens also tend to trust their institutions more so than we do 

in other parts of the world. Sadly, we may be too late to explore this pathway. Finland, as a society, 



is also more homogenous than the U.S. and the U.K. for example; there are less competing identities 

and cultures to harmonize.  

A second avenue to explore is the need for government oversight regarding the algorithms of social 

media platforms. While these algorithms remain a black box, super-charged for user engagement, 

we will continue to see our democracies trashed, and extreme behaviour flourish. So, like any 

competitive industry where harm can be done to the consumer, some form of regulation and 

scrutiny should be established. The social media platforms are, after all, enabling the pollution of our 

minds.  

The United States Congress introduced safety standards for new cars in 1966. The United Kingdom 

introduced the Food Safety Act in 1990. It is time that big tech, with its huge influence on the world 

today, came under the same level of accountability - to reduce harm to the consumer. The UK Online 

Safety bill, which will become law in late 2023, may well follow this path, but the social media 

platforms will lobby hard to resist, claiming their algorithms are their intellectual property.  

A third area to explore is changing the laws regarding whether social media platforms are the 

publishers of the content that they host. In the U.S., Section 230 of the Communications Decency Act 

currently protects these platforms, and places the burden on the poster of the content. If this 

situation was reversed, then the social media platforms would need to rigorously review their 

censorship processes.  

It is interesting to note here that Alex Jones, who has developed several conspiracy theories from his 

InfoWars platform, has been fined in excess of $1 billion for the harm he caused to the parents of 

the victims of the Sandy Hook School shooting. Jones had previously insisted that the school 

shooting was a fabrication and the parents were simply crisis actors; the fabrication, Jones alleged, 

was designed to try to increase the need for gun control measures. While Jones was free to promote 

this conspiracy theory because of freedom of speech, the harm that this speech caused its victims, 

who were trolled by Jones’s legion of supporters, created the grounds for several lawsuits. Because 

the courts have now established a significant level of punitive damage with this case, this may deter 

conspiracy theorists of the future.  The Dominion case (regarding the integrity of voting machines 

during the 2016 U.S. presidential election) against Fox News, yielded a $787.5m settlement in favour 

of Dominion. This case centred on truth and deception.  

Finally, we can explore how Google ranks its search results, where a key factor with its algorithms 

are their focus on the authority of the content publisher, rather than only the engagement-level of 

the content. That authority score is harder to manipulate by new media that is motivated to spread 

disinformation. According to Moz.com, a site that publishes authority scores for web publishers, The 

New York Times has an authority score of 95, while the Washington Post’s is 94. In contrast, 

Breitbart.com’s authority score is 90, and InfoWars’s is 83. Google also looks at Expertise, Authority 

and Trust (E.A.T.) as a further means to establish the relevance of content in a search result. And 

Google search results, for the most part, still favour a broader spectrum of sources, or at least, don’t 

overly favour the ideology of the alt-right. Of course, Google’s algorithms are not perfect, as the case 

of the alleged indoctrination of Dylann Roof proves. 

In summary, we should consider a combination of approaches to combat the increasing threats of 

the internet on democracies, worldwide. The four recommendations above may not be an 

exhaustive list. And we should also consider that nefarious actors, who have enjoyed the freedoms 

the internet has presented them to operate in such disastrous ways, will aggressively seek out 

alternatives, as we roll out any potential solutions.  



Post script 

During the early drafting of the first version of this essay, Paul Pelosi, husband of Nancy Pelosi, the 

leader in the U.S. House before the 2022 midterm elections, was violently attacked in his home in 

California. The perpetrator was targeting Nancy Pelosi, who was in Washington D.C. at the time. The 

attacker had two blogs and a Facebook page that showed he had been radicalised by alt-right 

ideology. This is a clear example of how online indoctrination spills over into the offline world. 

Soon after the attack, conspiracy theories spread across the internet alleging that the attacker and 

victim knew each other and were in a same-sex relationship. There was no evidence to support this, 

and it contradicted the known facts of the case, but it helped anchor and frame the narrative.  

These conspiracy theories were retweeted by Elon Musk (although soon retracted), congresswoman 

Marjorie Taylor Greene, Donald Trump, Jr., and discussed by President Donald Trump. These 

individuals not only helped fan the flames and spread the disinformation, but they also served as 

tastemakers; they are leaders among their ideology and their actions either explicitly or implicitly 

endorsed the disinformation. All this happened one week before the 2022 midterm elections in the 

United States. 

---- 

This essay draws from the work of others who I have admired and researched during my 30 years of 

studying the internet and teaching marketing. Recent works, in particular, have shaped this piece, 

including Feeding the Demons (Alex Alvarova),   Mindf*ck (Chris Whylie), Social Dilemma (Netflix), 

The Great Hack (Netflix) and Freedom to Think (Susie Alegre). I recommend a review of all four of 

these works.   

Many people have helped with the drafting of this essay, whether to help shape ideas or to improve 

the writing. I will be forever grateful for their contribution. They include Mukul, Leslie, William, 

Matthieu, Saumya, Daniel, Anders, Richard, Graham, Sean, Lau and Miluska.  
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